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# ЦЕЛЬ

Разработать и исследовать параллельную программу умножения матрицы на матрицу с применением одной из библиотек, реализующих стандарты MPI.

# ЗАДАЧА

1. Реализовать параллельный алгоритм умножения матрицы на матрицу при 2D решетке.
2. Исследовать производительность параллельной программы в зависимости от размера матрицы и размера решетки.
3. Выполнить профилирование программы с помощью MPE при использовании 16-и ядер.**ГРАФИКИ**

**Графики разбиения**

**ЗАКЛЮЧЕНИЕ**

# В результате выполнения работы была освоена технология OMP, распараллелено решение СЛАУ методом простой итерации, замерено ускорение и эффективность программы, проведено исследование по использованию целесообразности использования разных параметров Schedule в зависимости от размера вычисляемых данных и количества потоков.

Было выяснено, что наиболее эффективным вариантом реализации программы является создание одной параллельной секции #pragma omp parallel, охватывающей весь итерационный алгоритм. Это связано с тем, что программа не затрачивает каждый раз время на выделение нужного количества потоков, как в первом варианте. При использовании Shedule удалось добиться незначительного ускорения с помощью метода Static с разбиением на фрагменты по 10 итераций. Исходя из графика мы можем сделать вывод, что основная форма планирования является эффективной.

# ЛИСТИНГ

# Вариант 1

#include <mpi.h>

#include <iostream>

const std::size\_t N1 = 1600;

const std::size\_t N2 = 1600;

const std::size\_t N3 = 1600;

double\* MatrixBuilder(const std::size\_t n1, const std::size\_t n2) {

    double\* matrix = new double[n1 \* n2];

    std::fill\_n(matrix, n1 \* n2, 3.0);

    return matrix;

}

void CreateComm(int\* dims, MPI\_Comm\* distr\_rows\_comm, MPI\_Comm\* distr\_cols\_comm) {

    int periods[2] = {0};

    MPI\_Comm\* comm\_cart = new MPI\_Comm;

    MPI\_Cart\_create(MPI\_COMM\_WORLD, 2, dims, periods, true, comm\_cart);

    int distrDims[2] = {1, 0};

    MPI\_Cart\_sub(\*comm\_cart, distrDims, distr\_rows\_comm);

    distrDims[0] = 0;

    distrDims[1] = 1;

    MPI\_Cart\_sub(\*comm\_cart, distrDims, distr\_cols\_comm);

    delete comm\_cart;

}

int\* Sendcounts(const std::size\_t n1, const std::size\_t n2, const int size) {

    int\* sendcounts = new int[size];

    for (std::size\_t r = 0; r < size; ++r) {

        sendcounts[r] = ((n1 / size) + (int)(n1 % size > r)) \* n2;

    }

    return sendcounts;

}

std::size\_t OffSet(const std::size\_t n, const int size, const int rank) {

    std::size\_t offset = 0;

    for (int i = 0; i < rank; ++i) {

        offset += (n / size) + (int)(n % size > i);

    }

    return offset;

}

int\* Displs(const std::size\_t n1, const std::size\_t n2, const int size) {

    int\* displs = new int[size];

    for (std::size\_t r = 0; r < size; ++r) {

        displs[r] = OffSet(n1, size, r) \* n2;

    }

    return displs;

}

double\* ScatterRows(MPI\_Comm\* distr\_comm, double\* m, int\* dims, const int len) {

    double\* partM = new double[len \* N2];

    int\* sendcounts = Sendcounts(N1, N2, dims[0]);

    int\* displs = Displs(N1, N2, dims[0]);

    MPI\_Scatterv(m, sendcounts, displs, MPI\_DOUBLE, partM, len \* N2, MPI\_DOUBLE, 0, \*distr\_comm);

    delete[] sendcounts;

    delete[] displs;

    return partM;

}

double\* ScatterCols(MPI\_Comm\* distr\_comm, double\* m, int\* dims, const int len) {

    double\* partM = new double[len \* N2];

    MPI\_Datatype cols, colsFinal;

    MPI\_Type\_vector(N2, len, N3, MPI\_DOUBLE, &cols);

    MPI\_Type\_commit(&cols);

    MPI\_Type\_create\_resized(cols, 0, len \* sizeof(double), &colsFinal);

    MPI\_Type\_commit(&colsFinal);

    int rank;

    MPI\_Comm\_rank(MPI\_COMM\_WORLD, &rank);

    MPI\_Scatter(m, 1, colsFinal, partM, len \* N2, MPI\_DOUBLE, 0, \*distr\_comm);

    MPI\_Type\_free(&colsFinal);

    MPI\_Type\_free(&cols);

    return partM;

}

double\* MultMatrix(double\* partA, double\* partB, const std::size\_t rowsA, const std::size\_t colsB) {

    double\* partMatrixC = new double[rowsA \* colsB]{0};

    for (int i = 0; i < rowsA; i++) {

        for (int k = 0; k < N2; k++) {

            for (int j = 0; j < colsB; j++) {

                partMatrixC[i \* colsB + j] += partA[i \* N2 + k] \* partB[k \* colsB + j];

            }

        }

    }

    return partMatrixC;

}

int\* DisplsC(int\* dims) {

    int countPart = 0;

    int\* displs = new int[dims[0] \* dims[1]]{0};

    for (int i = 0; i < dims[0]; ++i) {

        for (int j = 0; j < dims[1]; ++j) {

            displs[i \* dims[1] + j] = countPart;

            countPart += 1;

        }

        countPart += ((N1 / dims[0]) + (int)(N1 % dims[0] > i) - 1) \* dims[1];

    }

    return displs;

}

int\* SendcountsC(int\* dims) {

    int\* sendcounts = new int[dims[0] \* dims[1]]{0};

    for (int i = 0; i < dims[0]; ++i) {

        for (int j = 0; j < dims[1]; ++j) {

            sendcounts[i \* dims[1] + j] = 1;

        }

    }

    return sendcounts;

}

double\* GatherC(int\* dims, const int sizeA, const int sizeB, double\* partC) {

    int rank;

    double\* mC;

    MPI\_Datatype part, partFinale;

    MPI\_Comm\_rank(MPI\_COMM\_WORLD, &rank);

    MPI\_Type\_vector(sizeA, sizeB, N3, MPI\_DOUBLE, &part);

    MPI\_Type\_commit(&part);

    MPI\_Type\_create\_resized(part, 0, sizeB \* sizeof(double), &partFinale);

    MPI\_Type\_commit(&partFinale);

    int\* displs = DisplsC(dims);

    int\* sendcounts = SendcountsC(dims);

    if (rank == 0) {

        mC = new double[N1 \* N3];

    }

    MPI\_Gatherv(partC, sizeA \* sizeB, MPI\_DOUBLE, mC, sendcounts, displs, partFinale, 0, MPI\_COMM\_WORLD);

    MPI\_Type\_free(&partFinale);

    MPI\_Type\_free(&part);

    return mC;

}

void CheckingSolution(double\* mA, double\* mB, double\* mC) {

    double\* tempC = MultMatrix(mA, mB, N1, N3);

    bool equal = true;

    for (int i = 0; i < N3; i++) {

        for (int j = 0; j < N1; j++) {

            if (mC[i \* N3 + j] - tempC[i \* N3 + j] != 0) {

                equal = false;

            }

        }

    }

    printf("Matrix Equally:(%d)\n", (int)equal);

    delete[] tempC;

}

int main(int argc, char\*\* argv) {

    double startTime, endTime;

    int\* dims = new int[2]{0};

    int rank, size;

    double\* matrixA = nullptr;

    double\* matrixB = nullptr;

    MPI\_Init(&argc, &argv);

    MPI\_Comm\_rank(MPI\_COMM\_WORLD, &rank);

    MPI\_Comm\_size(MPI\_COMM\_WORLD, &size);

    matrixA = MatrixBuilder(N1, N2);

    matrixB = MatrixBuilder(N2, N3);

    startTime = MPI\_Wtime();

    MPI\_Dims\_create(size, 2, dims);

    MPI\_Comm\* distr\_rows\_comm = new MPI\_Comm;

    MPI\_Comm\* distr\_cols\_comm = new MPI\_Comm;

    CreateComm(dims, distr\_rows\_comm, distr\_cols\_comm);

    int drows\_rank, dcols\_rank;

    MPI\_Comm\_rank(\*distr\_rows\_comm, &drows\_rank);

    int lenPartA = (N1 / dims[0]) + (int)(N1 % dims[0] > drows\_rank);

    double\* partA = ScatterRows(distr\_rows\_comm, matrixA, dims, lenPartA);

    MPI\_Comm\_rank(\*distr\_cols\_comm, &dcols\_rank);

    int lenPartB = (N3 / dims[1]) + (int)(N3 % dims[1] > dcols\_rank);

    double\* partB = ScatterCols(distr\_cols\_comm, matrixB, dims, lenPartB);

    double\* partC = MultMatrix(partA, partB, lenPartA, lenPartB);

    double\* matrixC = GatherC(dims, lenPartA, lenPartB, partC);

    if (rank == 0) {

endTime = MPI\_Wtime();

        CheckingSolution(matrixA, matrixB, matrixC);

        std::cout << "Time: " << endTime - startTime << std::endl;

        delete[] matrixA;

        delete[] matrixB;

        delete[] matrixC;

    }

    delete distr\_rows\_comm;

    delete distr\_cols\_comm;

    delete[] partA;

    delete[] partB;

    delete[] partC;

    delete[] dims;

    MPI\_Finalize();

    return 0;

}